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Cloud computing virtualization involves leasing data center servers to 
individuals in multi-tenant environments, i.e. many clients share each 
server.

It’s important to prevent “breaches of isolation” where one client directly or 
indirectly affects the experience of another on the same server.

● Indirect 
○ ex: causing the server to run slowly for the other clients

● Direct 
○ hacking the hypervisor from a virtual machine (VM)

■ ex: accessing files and memory, or running programs on 
others’ VMs

Problem Space
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The Xen Platform
● Type-1 Hypervisor
● Device Drivers

○ delegated to Dom0 which exposes to guest VM’s
○ devices may be virtualized , passed through, or emulated
○ unmodified OSes run on VMs through Qemu

● XenStore
○ key-value store; a system-wide registry and naming service
○ Most critical component

■ Vulnerable to DoS attacks, Performs most admin operations
● Toolstack

○ provides administrative functions for management of VMs
● System Boot

○ the hypervisor creates Dom0
■ initializes hardware, devices, and back-end drivers

○ XenStore is loaded before guest VMs
Page 1
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Trusted Compute Block (TCB)
Defined as “the totality of protection mechanisms within a computer system -- including hardware, firmware, and 
software -- the combination of which is responsible for enforcing a security policy” -- Source wikipedia

Xen Hypervisor + Control VM provide:
● protection mechanisms that 

enforce a security policy
● responsible for guest VM

○ isolation
○ scheduling
○ memory management

● hardware management
● device emulation
● inter-VM communication
● virtual consoles
● configuration state management
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Hypervisor Attack Vectors1

● 44 vulnerabilities for Type-1 Hypervisors,
● 23 XEN Vulnerabilities (by type):

● 21 of 23 attacks targeted service components in the control VM

● Threat Model:
○ Assume professionally/well managed
○ Assume hypervisor is trusted but the Control VM will contain bugs
○ Attacker: guest VM looking to violate security of another guest VM
○ Goal: isolate components so single attack is not sufficient

1Source: CERT vulnerability database and VMWare’s list of security advisories
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Xoar: Architecture Goals
● Remain transparent to existing VM 

interfaces
● Tight control of privileges
● Minimize interface of all components 

to attack footprint
● Eliminate sharing or make it explicit 

to allow meaningful auditing and 
logging

● Limit time windows when system 
components run to reduce attack 
opportunity

❏ Don’t reduce functionality, performance or maintainability
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● Xoar is a modification to Xen 
○ Dom0 disaggregation (division and separation)

■ adds modularity and isolation
■ divides the control VM into a single-purpose components

● called: Service VMs

● Xen’s Domain0 (a.k.a, Dom0)
○ Host OS

■ accesses the hardware directly
○ Hypervisor

■ service console that controls VMs
○ Monolithic Trusted Compute Block (TCB)

■ one single, unified operating system

About Xoar
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Xoar allows

● Xoar allows:
○ configurable and auditable sharing of components
○ micro-rebooting

■ small, quick subsystem reboots
■ blocks some time-based attack methods

● such as: a buffer overflow attack
○ exceed a host’s memory limit, repeatedly attempt to 

execute code, corrupt the host OS and run malware
○ will possibly violate:

■ confidentiality
■ integrity
■ availability
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● Disposable Bootstrap
○ destroys the VM that booted the computer when
○ booting the physical computer

■ runs complex, privileged code

● Auditable Configurations
○ logging

● Hardening of Critical Components
○ isolation and micro-reboots

Xoar Contributions
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Xoar: Architecture Overview

● Control VM disaggregated into nine classes of service VMs
● Each contains single-purpose control logic
● Some components may have multiple instances each for a client
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Xoar: Architecture Components

Four types of components:
1. Permanent: 

XenStore-State maintains all state-of-
the-system info

2. Boot-Time: 
Components self-destruct before and 
User VMs run

3. Restart on each request: 
XenStore-Logic, Toolstack, Builder

4. Restart on timer: 
Blk-Back (Disk), NetBack (Net)
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● “P” column indicates if component is privileged
● (R) in lifetime means component can be restarted

Xoar: Architecture Components
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● Service VMs Types
○ Self-Destructing

■ bring up the physical platform
● PCIBack, Bootstrapper

○ Restartable
■ Toolstack, XenStore-Logic, Builder, BlkBack, NetBack

○ Long-lived
■ XenStore-State

○ Guest virtualization
■ Qemu

Xoar: Architecture
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● maintain exact same functionality as Xen
● complete transparency with existing management and VM interfaces

● for the components, three goals:
○ reduce privilege
○ reduce sharing
○ reduce staleness

● service VM concept
○ an entire VM capable of full hosting
○ can receive additional privileges from the hypervisor
○ can provide services to other VMs
○ only component that can be shared besides hypervisor

Design Goals
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● only get privilege required for its purpose
● minimize exposed interfaces
● direct hardware assignment
● privileged hypercalls

○ hypercalls allow a service VM access to some of the privileged 
functionality provided by the hypervisor

● ability to delegate privileges to other VMs on creation

Design Goals: Privilege

Page 16



● avoid sharing components
● manage exposure
● confine and restrict attacks
● configuration constraints

○ user can specify 
whether to only share 
service VMs with guest 
VMs they control

● secure audit
○ logs written to append-

only database

Design: Sharing
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● secure audit logging
○ written by Xoar to append-only database (postgres)
○ read by administrator for forensics 

Design: Sharing
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● a component should only run as long as needed
● Micro-reboots

○ reason: a program is more likely to be correct at the beginning of 
execution rather than over long periods of time

● Snapshot and Rollback
○ instead of full restarts, components can be snapshotted once 

booted
■ faster to restore state than to reboot

● Restart Policy
○ notification-based or timer-based

● Maintain State
○ “recovery box” - a block of 

memory that exists 
across restarts

Design: Staleness
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● Reduce
○ privilege - access on a need-only basis
○ sharing - avoid when possible
○ staleness - maintain healthy state, VMs should only exist long 

enough to perform its task before restored to a known, secure 
state

● Service VMs are entire machines capable of hosting OSes and 
application stacks

Design Summary
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● Public clouds
○ ex: Amazon Web Services

● Private clouds
○ Free Open Source with Xen Community Edition
○ Xen can be tested within an application virtual machine

Deployment Scenarios
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● XenStore-Logic
○ enforces access control
○ contains transactional logic
○ connection management

● XenStore-State
○ key-value store
○ long term storage

XenStore
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● reduced TCB
○ bootstrapper, PCIBack and Builder are the most privileged 

components
○ bootstrapper and PCIBack destroyed once initialized but before 

guest VMs

● TCB is reduced from the control VM’s 7.5 million lines of code (Linux) 
to Builder’s 13,500 (on top of Xen) 

Security Evaluation
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● Solved through isolation of services
○ device emulation
○ virtualized drivers

● XenStore re-written
● Hypervisor vulnerabilities remain

Vulnerability Mitigation
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● Test system
○ Ca. 2011 server
○ Quad-core Xeon, 4Gb RAM
○ All virtualization features enabled

● Memory overhead
○ 512Mb – 896Mb in Xoar vs.
○ 750Mb in XenServer

Performance Evaluation
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I/O Performance

● Disk Performance overall unchanged
● Network throughput down 1-2.5%

● Combined throughput of network à disk increased by 6.5%

Disk Performance (using Postmark)
(higher is better)

Network Performance (using wget)
(higher is better)
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Effects of Micro-rebooting 

Effects of Micro-rebooting

● Downtime:
○ slow: 260ms
○ fast: 140ms

● Restart frequency on 
throughput:
○ 1s: 58%
○ 10s: 8%
○ >10s: negligible

● Fast mode helps with 
frequent reboots but 
only 1% @ 10s 
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Real-World Benchmarks

● Apache Benchmark: serving static page (10KB / 100K / 5 clients)
● Performance decreases non-uniformly with the restart frequencies
● 5s→1s = significant performance loss
● Dropped packets / network timeouts = longer time to complete packets:

○ Dom0 / Xoar: 8-9ms
○ 5/10s:  3000ms
○ 1s:    7000ms

● Disaggregation overhead quite low as
● Effect of driver restarts, while noticeable, can be tuned to balance security vs performance
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Xen Screenshots
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Xen Screenshots
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Xen Screenshots
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Xen Screenshots
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Xen Screenshots
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Xen Screenshots
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Xen Screenshots
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● Available for free download at xenproject.org
● Screenshots were taken on VMWare Workstation

○ Xen Live CD
■ http://wiki.xen.org/wiki/LiveCD

Resources
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● Xoar improves hypervisor security with a small performance penalty
● Components of the Control VM are a major source of attack
● Xoar isolates components in space and time

○ Exploits are constrained
○ Makes the exposure to risk explicit
○ Provides means for later forensic analysis 

● Functionality, performance, and maintainability are not impacted

● Comments or questions?

● Thank you for your attention

Conclusion
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Backup
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● Xoar 
○ attempts to divide the hypervisor

■ maintain the same hypervisor capabilities
■ minimize performance overhead
■ strongly isolate components
■ reduce attacks

Purpose
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● protection mechanisms that enforce a security policy
● responsible for guest VM

○ isolation
○ scheduling
○ memory management

● hardware management
● device emulation
● inter-VM communication
● virtual consoles
● configuration state management

Defined as “the totality of protection mechanisms within a computer system -- including 
hardware, firmware, and software -- the combination of which is responsible for enforcing a 
security policy” -- Source wikipedia

Trusted Compute Block (TCB)
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Xen, by virtue of privilege, is part of the TCB. Compromise of any component provides:
● Priviledge of that component
● Use of its interfaces to other components

Trusted Compute Block (TCB)
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● CERT vulnerability database
● VMWare’s list of security advisories

○ Most attacks were against service components in the control VM

Example Attack Vectors
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Assumptions:
● Well & professionally managed virtualization platform

● attacker is using a guest VM
● the attacker aims to violate security of another guest 
● guests are on the same platform (VM host server)
● the control VM will contain bugs

Goal: 
Rather than fighting bugs, isolate functional components in space/time so 
an exploit of one component is not sufficient to mount an attack against 
another guest or the underlying platform.

Xoar Threat Model
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● Device Drivers
○ delegated to Dom0 which exposes to guest VM’s
○ devices may be virtualized, passed through, or emulated
○ unmodified OSes run on VMs through Qemu

● XenStore
○ key-value store; a system-wide registry and naming service
○ Most critical component

■ Vulnerable to DoS attacks, Performs most admin operations
● Toolstack

○ provides administrative functions for management of VMs
● System Boot

○ the hypervisor creates Dom0
■ initializes hardware, devices, and back-end drivers

○ XenStore is loaded before guest VMs

The Xen Platform
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● http://643-spring14:cloud14amazon@cs.njit.edu/~borcea/cs643/docs/CS643-s14-l10.pptx 
has info about Xen that will be presented by the professor

● Presentation should be 25 slides long and take 45 minutes
● Supposed to show how the technology works
● Grading based on clarity, presentation is 10% of class grade, 50% group and 50% 

individual
● Slide #’s needed in footer
● Add screenshot of Xen Live CD
● Send slides to professor by Monday Wednesday
● http://www.slideshare.net/RussellPavlicek/xen-security-cloudopen20131

○ similar, more recent presentation

Notes

http://www.slideshare.net/RussellPavlicek/xen-security-cloudopen20131
http://www.slideshare.net/RussellPavlicek/xen-security-cloudopen20131

